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Purpose. In this paper, a scheme of differential LDPC coded systems with multiple symbol differential detection
(M SDD) was studied to improve the performance ofthe differential LDPC coded systems with conventional differential detec-

tion (CDD).

Methodology. In orderto make the systemsuit foriterative decoding, the metric of MSDD soft-input soft-output (SISO)
module of the considered systems over AWGN channels was derived first. Extrinsic information transfer (EXIT) chart analy-
sis and the computer simulations were then performed to analyze the characteristics and the performance of the considered

systems.

Findings. It was shown that the considered systems could improve the performance of the systemby extending the ob-
servation window size of MSDD SISO module and increasing the number ofiterative decoding compared to the system with

CDD.

Originality. It was provedthatthe proposed scheme could be used to resolve the problemofperformance degradation of

differential LDPC coded systems with CDD.

Practical value. Therefore, the proposed scheme may be applied into the wireless communication systems when it is ex-

pensive orinfeasible to apply the coherent detection.

Keywords: low-density parity-check (LDPC) codes, differential LDPC coded systems, conventional differential detec-
tion, multiple-symbol differential detection, sofi-input sofi-output, extrinsic information transfer (EXIT) charts

Introduction. Low-density parity-check (LDPC) codes
have gained significant attention due to its near-capacity er-
ror performance and relatively low complexity in decoding.
LDPC codes have been shown to give amazing perfor-
mance over additive white Gaussian noise (AWGN) chan-
nels with the ideal coherent detection. However, due to the
performance of coherent detection relies on an accuratepha-
se tracking and a good estimation of channel stat infor-
mation (CSI), coherent detection becomes expensive or in-
feasible in some cases.

The classical solution of this problem s differential en-
coding combined with differential detection that does notre-
quire explicit knowledge or estimation of CSI. However, it
is well known that a 3dB performance gap exists between
the coherentdetectionand conventional differential detecti-
on. Multiple symbol differential detection (M SDD) has been
proposed for mitigating this performance degradation [1].To
further improve the systemperformance some pieces oflite-
rature have proposed the approach of combining error cor-
recting codes with an inter leaver and the differential enco-
derin the transmitter, and using iterativedecoding in the re-
ceiver [2-5].

Recently the performance of LDPC codes with general
differential detection over Rayleigh fading channels was
studied [6], but the performance with MSDD and iterative
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decoding were not discussed. The approach of the serial
concatenation of LDPC codes and differential encoding was
proposed in [7], which was mainly focused on how to de-
sign good LDPC codes for differential encodingover AWGN
channel. More recently, in [8], a kind of differentially en-
coded LDPC codes and the detection schemes were pro-
posed. Throughthe analysis of extrinsic information transfer
(EXIT) chart, it is shown thatconventional LDPC codes are
not fitful for differential coding over flat Rayleigh fading
channels, and does not in general deliver a desirable per-
formance with differential detection. However, this paper
also only discussedthe conventional differential detection,
and pilot symbol detection is used to estimate the channel
information, which reduces the information rates and in-
creases the complexity of the receiver. All the above-
mentioned papers studied the conventional differential de-
tection. It was proved that thesystem has considerable per-
formance loss comparing with the systemwith coherent de-
tection.

On the otherhand, EXIT chart is considered an effective
toolfor the analysis ofiterative decoding systems in recent
years [9]. EXIT chart analysis can visualize the trans fer cha-
racteristics ofthe innerdecoderand the outer decoder, and
the convergence behaviour of iterative decoding based on
tracking the exchange of mutual information between the
component decoders.
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In this paper, a differential LDPC coded systems with
multiple symbol differential detection (M SDD) schemes is
proposed. To make the systemsuit for iterative decoding,
an appropriate M SDD soft-input soft-output (SISO) metric is
derived first.

The characteristics and performance of the differential
LDPC coded systems with MSDD over AWGN channels are
then analysed by EXIT chart and computer simulations. Si-
mulation results show that the considered systems can im-
prove the performance by increasing the length ofthe ob-
servation window and the number of iterative decodings
compared to the system with conventional differential de-
tection.

Therest of this paperis organized as follows. In Section
2, the systemmodel is introduced. In Section 3, the metric
of MSDD SISO module is derived. Then, in Section 4, we
analyse the characteristics and performance ofthe conside-
red system by EXIT chart and computer simulations. Fina-
lly, Section 5 concludes the paper.

System model. The system model is shown in fig.1.
The LDPC encoder encodes a binary random message bit
sequenceb with length K to a code sequence ¢ with length
N. The coding rate is R=K/N. Each m=log2" bits of the code
sequenceare then mapped to M-ary PSK symbols sequence
x, x; € (0,1,...,M-1). Finally, sequence x is differentially en-
coded to s, ie.,s; =x; S;1.
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Fig.1. System model

We considerthat the symbols are sent through AWGN
channels. With differential detection, at time &, the received

discrete-time baseband signal 7, of the received signal vec-

tor r can be represented as
ro=se"%+n D
& =Sk k>

where @ is the unknown phase introduced by the channel

with uniformly distributed over [0, 2n), and n; is a sample of
a zero-mean complex Gaussian noise with variance .

Atthereceiver, the M SDD SISO module outputs the po-
steriori probabilities (APPs) A of the bits of ¢ based on the
received signals and the prior probabilities outputted from
the LDPC decoderin each iteration. The extrinsic informati-
on part 4, is then outputted to the LDPC decoder through
subtractingthe prior probabilities providedby the LDPC de-
coder. Based on 4, the LDPC decoder makes a tentative
hard-decisionand theresultant code word will be check by
the LDPC code’s parity-check matrix. If the resultant vector
is an all zero vector, it represents a legitimate code word has
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been found. Otherwise, theextrinsic information 7, which is
obtained by 7 subtracting the prior probabilities A,will be
fed back to MSDD SISO module as the prior probabilities,
where 7 is the APPs of the bits of ¢ outputted fromthe LD-
PC decoder. This process is repeated until the pre-defined
maximum number reached or a legitimate code word has

been found. Finally, the hard decision b is outputted from
the LDPC decoder. In this paper, the LDPCdecoderuses the
sum-product algorithmto performthe decoding.

Metric of MSDD SISO module. Fig.1 shows that MS-
DD SISO module is the key element providing extrinsic in-
formation as an input of the LDPC decoder. It is known that
the conventional M SDD makes a hard decision through ma-
ximum likelihood detection. Therefore, the metric compu-
tation method of MSDD SISO module used to output the
soft information should be derived.

Here we assume that the observation window size of
the MSDD SISO module is L, and  f,remains constant over
the entire received sequence. The received symbols are di-
vided into sub-blocks of L symbols each in such a way that
the blocks overlap in one symbol. For the £th sub-block,
we can rewrite (1) into the following vector form

re=se” +m, @

where 7y = [ry.o, rk,lw--,rlgL-l]T, k= Sk Sk,1,~--,Sk,L.1]T, n = [ngp,
g1, and the superscript ‘7” denotes the transpose
operation.

At the MSDD SISO module, the log-likelihood ratio

(LLR) of each coded bits is computed. The LLR % ofthe j-th

bit ¢; in the L observation window size is given by

A =1lo w ?3)
/ gP(c}.=1|r)’

where log(e) denotes the natural logarithm, P(c,=0lr) and
P(c,=1[r)are a posteriori probabilities of ¢ =0 and ¢ =1, re-
spectively.

Based on the Bayesian formula, and assuming that the

coded bits are independent with each other due to the inhe-
rent interleaving nature of LDPC codes, (3) is equivalent to

m(L-1)
> P[] P
A;=log —+log i :ILIIN , (@)
P S b T Pre)

=Ly

P(c;=0) N

where the sums in the numerator and denominator are take
nover all sequences s corresponding to the sequences ¢
whose bit in position i is the value 0 or 1, respectively. P(c))

is the a priori probability of ¢, providedby the LDPC deco-
der. p(r|s)is the conditional probability density function (pdf)

of r given s.

From (4), we can find that the LLR is the summation of
a priori probability and extrinsic information. The first part
of (4) is related to a priori probability of the coded bit ¢;.
The second part of(4) is related to the extrinsic information
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ofthe coded bit ¢;, which is outputted into the LDPC decod-
er. In the first iteration, because no a priori probabilities of
the coded bits are fed back, the transmitted bits are as-
sumed to have equal a priori probabilities, ie. P(c~0)=
=P(c=1)=172.

In the case ofthe AWGN channels, p(rjs) is given by [1]

2+ 2)]LI

LIS

_* e L-1
P(r‘s)f (ZTEGE)L exp[ B Z(

1

O, i~0
L-1
2.rs)

i=0

1 )

);

n

where /y(e) is the zero-order modified Bessel functionofthe
firstkind, and the superscript “*’ denotes the complex con-
jugation.

Analysis of the system by exit chart and computer si-
mulations.The principle of howto obtain the EXIT chart is
introducedas follows. In our considered systems, forM SDD
SISO module, the mutualinformation between a priori infor-
mation 7, and the coded sequence ¢ is named as /,;, while
the mutual information between the extrinsic information A,
and the coded sequencecis named as /. I is the function
of 7,;, which represents the transfer characteristics of the
M SDD SISO module Correspondingly, for LDPC decoder, L,
represents the mutual information between 4, and ¢, and 7,
represents the mutual information between n,and ¢. And 7,
is the function of 7,, which represents the transfer cha-
racteristics of the LDPC decoder.

As shown in fig.1, the extrinsic information of the M S-
DD SISO module is the a priori information of the LDPC de-
coderand vice versa, which implies that 7,,= I and 1, =Ip,.
Therefore, the transfer characteristics of the MSDD SISO
module and the LDPC decoder can be plotted into a signal
diagram with axes of the LDPC decoder curve swapped.
This diagram s referred to as EXIT chart.

In EXIT chart, the component decoders are characterized
by the EXIT functions, which describe the output mutual in-
formation as a function ofthe inputmutual information. The
mutual information 7, between the transmitted coded bits C

and respective LLR values L(C) is defined as [9]

I=1CL@) =3 ¥ [ patc=o ©

c=-1,1
os 2pp(l|C=c)
P p(l|C==1)+ p (1| C =1)

>

where ,, (c=c is the conditional probability density fun-
ction of the LLR given the transmitted coded bits C, and
0<I,<I.

The computation of (6) need the information ofthe tran-

smitted coded bits and to obtain the condition probility
pr([jO)by simulation. To avoid these requirements, it is

shown that (7) can be simplified as [10]

7,72 —|7,]/2
2| T ]

1 et 7
1R:17N2Hb — @)
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where N is the code sequence length, /, is the LLR value of
the n-th bit of the code sequence, H, is the binary entropy
function

H,(p)=—plog, p—(1-p)log,(1-p), 0<p<l. (8

Using equation (6) or (7), the input mutual information
I4; and the output mutual information /z; of the MSDD
SISO module can be obtained. Viewing Iz as a function 7

() of 141 and the signalto noise ratio (SNR) £,/N, of chan-
nel, the transfer characteristic of the MSDD SISO module is
defined as

I, =TI, E, / Ny). (9)

Similarly, 7, and /g, ofthe LDPC decoderis computed, vie-
wing I3 as a function 7, () of/y,, the transfer characteristic

of LDPC decoder is defined as
]Ez:Tz(]Az)- (10)

In the following EXIT chart analysis and the computer
simulations, regular rate-1/2 (3, 6) LDPC codes with length
of N=10080 is used, and the coded bits is modulated using
BPSK for simplicity.

Fig.2—4 shows the EXIT chart of the system with diffe-
rent observationwindow size. The curve which does not de-
part from the origin in the graph is the transfer characteristic
of the M SDD SISO module while another curve in the graph
is the transfer characteristic of the LDPC decoder. From [9—
10], we know that if the curve of inner decoder has a steep
slope, the strong potential performance improvement can be
obtained by iterative decoding. And the bit error rate (BER)
performance is determined by the location of the intersec-
tion ofthe two curves. Ifthe intersection is at the left side of
the EXIT chart, this means thatthe iterative decoding stops
quickly and high BER will be achieved. On the contrary, if
the intersection is at the very right side, it means that itera-
tive decoding can converge at low BER.

From fig.2—4, we can observe that the slope of the M S-
DD SISO module curves increases with the increase of the
observation window size. It implies that the system perfor-
mance can be improved by extending the observation win-
dowsize. And because the M SDD SISO module curves are
horizontal lines, the iterative decodingis not valid with L=2.
In addition, it can be observedthat a tunnel opens between
the two curves with the increase of SNR when L>2. For exa-
mple, the tunnelopens at 3.5dB in fig.3, which means the it-
erative decoding can improve the performance effectively
and can get low BER performance when L>2. Moreover, we
also observe that the tunnel broadens when SNR is bigger
than 3.5dB and the location ofintersection s close to the po-
int (1,1), therefore the lower BER than that at 3.5dB can be
achieved. It implies that the turbo cliff appears near SNR=
3.5dB. Similarly, we can find that the turbo cliffs of L=2 and
L=8 appearat SNR=5.0dB and 3.0dB respectively. The accu-
racy of this conclusioncan be proved by fig.5, which is the
BER performance ofthe considered systemwith L=2, 4, 8 re-
spectively.
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Fig.2. EXIT chart ofthe system with L=2
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Fig.4. EXIT chart ofthe systemwith L=38

Fig. 6 shows theiterative decoding trajectory ofthe pro-
posed systemwith L=4 at SNR=4.0dB, where the zigzag-path
represents the iterative decoding trajectory. We can observe
that the iterative decoding converges at the very right side
after the 4th iteration. Fig.7, which is the relation of BER
and iteration number at SNR=4.0dB, proves the accuracy of
the conclusion obtained from EXIT chart.

In addition to obtaining the characteristic ofthe iterative
decoding, we can also obtain the suggestion of information
on how to improve the proposedsystemfrom the EXIT chart
analysis. Fromfig.8, we observethat the output of the M S-
DD SISO module with 2=2 is similar to that of L=4 and 8 in
the first iteration at the same SNR. Moreover, we also obser-
ve that the M SDD SISO module curves of L=4 and 8 is close
to each other in the first few iterations. This observation
suggests thatwe can obtain thesimilar performance as fixed
large observation window size used by using L=2 at the be-
ginning ofiteration and increasing L with the increase ofite-
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ration. But howto control L adaptively is needed to be stu-
died in depth.
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Moreover, we observed that the slope of MSDD SISO
module curve is not large enough to intersect with LDPC
decodercurveat the point (1,1). Increasing the slope of the
MSDD curve and the steepness of the LDPC decoder curve
can get turbo cliff at lower SNR. Therefore, the optimiza-
tion design of LDPC codes and M SDD SISO module which
makes the transfer characteristics of them fit with each
other for the considered system s also worthy studying in
the future research.

Conclusion. In this paper, we studied the differential
LD-PC coded systems with M SDD scheme over AWGN cha-
nnels. The metric of M SDD SISO module over AWGN chan-
nels was proposed foriterative decoding. EXIT chart analy-
sis and the BER performance ofthe considered system were
also evaluated over AWGN channels. Analysis results show
that the performance of the considered systems can be ef-
fectively improved by increasing the observation window
size and the iteration number compared to that ofthe system
with conventional differential detection. In addition, analy-
sis results also suggest that the MSDD SISO module with
adaptive observation window size and the LDPC codes de-
sign of the considered systems should be further studied.
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Meta. [locmipKkeHHS CXeMHU M epeHIiabHIX CHCTEM
3 LDPC-koIyBaHHSIM 1 0aratocHMBOJBHUM M () ep eHITialb-
HUM JETeKTYBaHHSM JUTS TIOJIMIIEHHS €()eKTUBHOCTI IIHX
CHCTEM HIIIXOM JH()epeHIIiaIbHOTO JeTeKTy BAHHS 3 TIepe-
TBOPEHHSM.

MeToauka. [To-niepiie, cucTeMu IPUCTOCOBAHI /IO iTe-
PaTHBHOTO JEKO/yBaHHS 3 BU3HAUYEHHAM METPUKH st SI-
SO-mMomay st 6araToCUMBOJILHOTO MM epeHLiaIbHOTO AeTe-
KTyBaHHS IIMX cucteM B AWGN-kaHanax. [lo-npyre, mumsi-
XOM aHaJi3y BHXIHUX XapaKTePUCTHK, BUKOHAHOTO 3a JI0-
MOMOTOI0 KOMIT'TOTEPHOTO MOJIC/TIOBAHHSI, BU3HAUEHI 0CO0-
JIMBOCTI Ta OIIIHEHI MOKA3HUKU POOOTH JAHUX CHCTEM.

Pe3yabTaTn. BcTaHOBIICHO, O TOJIIMIIICHHS TOKA3HH-
KiB pOOOTH IOCTIDKYBaHUX CHCTEM MOJKIIMBE IILITXOM PO3-
[IMPEHHS KOB3alI0UOTo BiKHA Ta 30 UThIIEHHS KUTHKOCTI ITHK-
JIB IEKOyBaHHS B MOPIBHAHHI 3 M epeHITiaIbHIMHU CHC-
TeMamu 3 LDPC-koayBaHHSM i () epeHIiaTbHUM JIeTEeKTY -
BaHHSM 3 IIEPETBOPEHHSIM.

HayxoBa noBu3HA. JloBeneHO, IO 3alpoOINOHOBaHA
cXeMa MOXE 3aCTOCOBYBATHCS VISl BUPIICHHS IPOOIeMHU
MOTIPIICHHST POOOYHX MOKA3HUKIB UG epeHIiaJbHUX CHC-
Tem 3 LDPC-koyBaHHSM 1 i epeHIliaTbHIM IeTCKTy BaH-
HSIM 3 TIEPETBOPEHHSM.

IIpakTyHa 3HAYUMICTB. 3alpPONOHOBAHA CXeMa MO-
K€ BHKOPHCTOBYBATHCS B CHCTEMax OE3MPOBIIHOTO 3B'S3-
Ky, KOJM KOTepPCHTHE NETEeKTyBaHHS Jopore abo Hesmikc-
HCHHE.

KmouoBi caoBa: LDPC-x00, ougepenyianrvha cucme-
ma 3 LDPC-ko0ysannam, oughepenyianvie 0emexmysants 3
nepemeopentam, 6azamocumeoivte ougepenyianivhe oe-
mexkmyeanns, SISO-m00yb, GUXIOHA XapaKmepucmuKa

Heus. MccnenoBanne cxeMbl A ¢ epeHIIHATBHBIX CHC-
TeMm ¢ LDPC-KoMpoBaHHEM i MHOTOCHM BOJIBHBIM T} (he-
pEeHIMATBHBIM JETEKTHPOBAHUEM IS yIIydIIeHUs ¢ dek-
THBHOCTH 3THX CUCTEM ITyTeM I1( P epeHIIHaIbHOTO IETeK-
THPOBAHUS C IPe0OPa30BaHUEM.

MeTtoauka. Bo-nepBbIX, CUCTEMBI TPHUCIOCOOJICHBI K
UTEPATUBHOMY JIEKOIMPOBAHUIO C OMIPEICICHUEM METPUKU
st SISO-MO 1y 7SI MHOTOCHM BOJIBHOTO /¢ (h e peHIIHAIBHO -
ro JETeKTUPOBaHUS >TUX cucTeM B AWGN-kaHamax. Bo-
BTOPBIX, IyTEM aHaJIM3a BBIXOIHBIX XapaKTEPUCTUK, BBINO-
JIHEHHOTO C NMOMOUIbI0 KOMIBIOTEPHOTO MOJEIUPOBAHMUS,
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OTIpEeZICNICHBI 0COOEHHOCTH M OIICHEHBI TOKa3aTeNIH PadOThI
paccMaTpUBaEMBbIX CUCTEM.

Pe3ynbTarbl. YCTaHOBIEHO, YTO YJIyUlllEHHE TOKA3aTe-
Jiel paboThI UCCIIETyEeMbIX CUCTEM BO3MOYKHO IyTeM pac-
IIMPEHUS] CKOJB3SIEro OKHa M YBEJIMYEHHUS KOJIMUecTBa
IIIKJIOB JICKOIMPOBAHUS IT0 CPABHEHUIO ¢ U () epeHInATb-
HBIMU crcTeMaMu ¢ LDPC-komupoBanueM u aud epeHim-
AIBHBIM JICTeKTHPOBAaHUEM C TIPEOOpPa30BAHUEM.

Hayynasi HoBu3Ha. J[oka3zaHo, UTO IpelyIaraeMas cxe-
Ma MOXETIPHM CHATHCS U pEeIICHHS IPOOIeMBI Y Xy AIlie-
HUs pabounx mokaszateneit ¢ epeHIranbHbIX CHCTEM C
LDPC-xompoBaHueM U aud ¢ epeHInaIbHbIM IeTCKTHPO-
BaHMEM C IIpeoOpa30BaHUEM.

Yan Chenl,
Peishu Chen2’3,
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Purpose. With the increase of the call center business and the equipment update, the Interactive Voice Response Units
(IVRU) become widely used in call centers. This research investigated two kinds of call problems (abandonment and optional
feedback) and the role ofthe service channel (servers and the IVRU) in a call center. We have obtained some important per-
formance measures, which are very helpful for optimizing call centers.

Methodology. We formulated the call center with the Interactive Voice Response Units by a two-stage queuing system.
Applying the queueing theory, we discusseda call center with the customers’ impatience, optional feedback, and part shut-

down of'the servers.

Findings. We first get the systems’ Q-matrix, and then by usingthe Structured Gaussian Elimination method, we obtained
the idle probability, the average number of customers in the second-level queue, the leaving probability due to customers’ im-

patience and some other performance measures.

Originality. We made a study ofa call centermade up of trunk lines, interactive voice response units (IVRU) and agents.
We discussed a partial closing rule, callabandonment and feedback in the center. The research on this aspect has not been

found at present.

Practical value. We have also considered thefact that some customers who are dissatisfied with the service may return
for service, and they may return to the Interactive Voice Response Units orthe servers orboth. Our model is more reasonable

and close to widely used call centers.

Keywords: call center, partial closingrule, call abandonment, optional feedback, the Interactive Voice Response Units

Introduction. A call center is a place where agents
handle a large volume of incoming and outgoing calls for
various purposes. Call centerbusiness is developing rapidly
in the past few years [1-9]. Based on queuing theory, some
call centers in real life are discussed; this kind of analysis
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can be more accurate and closer to our life. Several re-
searchers [3, 4] considered call abandonment and retrial.
They obtained the stationary distribution of the system
and other performance measures, but they did not consider
the call center with the Interactive Voice Response Units
(IVRU). Customers who enter the call center with the
IVRU can receive the automatic service by the IVRU first,
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