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Pesyabrarel. CrenaH aHalu3 METOOB MPOTHO3UPOBA-
HUsL 1 000CHOBAH BBIOOpP HEHWPOCETEBOro anroputMa MI'YA
TIpH BBITIOJIHEHNH HccienoBanuil. CocTaBieHa onTUMasbHas
CTPYKTypa MOJEIN U 3aBUCHMOCTb HCXOJHBIX NapaMeTpoB
OT M30paHHBIX BXOJHBIX MAPAMETPOB CUCTEMBL. BhinosHeH
aHaJIM3 DKOHOMHMYECKHUX Mokazareneii AX. Crnenana rpadu-
yecKasi BU3yanu3alys pe3yJbTaToB ucciaenoBanuil. /{okaza-
Ha 3()(EKTHBHOCTh TIPHMEHEHNS MOAN(DHUKAINK aJTOpHUT-
MOB MIVA i1 NOpPOrHO3UPOBAHUS IIPOU3BOACTBEHHBIX
TPEHJIOB Ha CPOK JI0 3-X JieT. OOHapykeHa 3aKOHOMEPHOCTD
M3MEHEHUs JaHHbIX. PaccuMTaHa OLEHKAa TOYHOCTU IIOJTY-
YEHHBIX Pe3yJbTaTOB.

Hayunas noBusHa. Ha ocHOBe cofeprkaTenbHOro aHa-
JIM3a OCHOBHBIX IOKa3aTeell MPOU3BOICTBEHHON JiedTenb-
HOCTH AX MpeUI0KEHbI HOBBIE TOIXObI K TOCTPOSHHUIO UX
OINTUMAJIEHOW MOJICNI C Y4ETOM OCOOCHHOCTH MPEeIMETHON
00J1aCTH, YTO TMO3BOJISICT IOBBICUTH KAuyeCTBO IPHHSTHS
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Purpose. In order to increase the precision and recall rate of image retrieval method, a new image retrieval method is pro-
posed, which bases on the idea that different parts of an image have different discriminative capabilities and contribute to the
image retrieval to different extents. The region of interest method was used to improve the effectiveness of the semantic map-

ping of content and image retrieval.

Methodology. Based on the region of interest, we got a semantic class range in the feature space by semi-supervised lear-
ning. The semantic class range is the mapping of image and class. In view of the different image features, the most suitable

distance measurement was chosen.

Findings. The region of interest was divided from image by the improved Harris detection method and extract the low-
level image features. The features in database were used as training data for semi-supervised learning to build the mapping of
images and semantic classes which is updated iteratively by the relevance feedback.

Originality. The map between an image region of interest and class labels was studied. Two kinds of distances were ap-
plied to calculate the different feature’s similarity. The semantic mapping is updated in real time. The research realizes a novel

and comprehensive image retrieval system.

Practical value. Different needs of users were considered, and the very good experiment results have been received. The
image retrieval method proposed in this paper is quicker and more effective than other methods.
Keywords: non-subsampled contourlet transform, semantic gap, relevance feedback, image retrieval, Canberra distance
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Introduction. Due to the continuous development of net-
work and storage technology, the number of images on the
internet is constantly increasing. Users in all areas have an
urgent need for efficient tools to search images from a large
amount of image data on the network. So, how to meet their
needs quickly and accurately has become a focus point of
multimedia processing research.

The text-based image retrieval (TBIR) method retrieves
images by keywords directly, but the images to be searched
require manual annotation first, which spend a lot of work.
The content-based image retrieval (CBIR) method retrieves
images by extracting the low-level features. These image
features usually include color, texture and shape. Therefore,
CBIR overcomes the shortcomings of the manual annota-
tion’s heavy workload and represents the content of image
better than TBIR. Semantic-based image retrieval (SBIR)
method can understand the semantic information of images,
but it still exists the “semantic gap” between the low-level
features and the high-level semantic information [1].

Traditional content-based image retrieval method can’t
express and locate the semantic information of images well,
so the accuracy of the image retrieval is not high. Kavitha et
al. [2] proposed an equal-size rectangular sub-block image
retrieval algorithm based on the color features, considering
the semantic difference of spatial distribution, but it has the
problem of the fixed space partition. Stéttinger et al. [3] pro-
posed the low-level features of interest points of image re-
trieval algorithm based on the spatial distribution of certain
extent, which improves the retrieval precision, but the meth-
od does not consider the classified images. Akgiil et al. [4]
summarized the feedback method in the content-based image
retrieval. The relevant feedback can realize the iterative up-
date of image retrieval, which meets the needs of users to in-
teractively retrieval image.

Color features have great stability in the aspects of image
rotation, scaling, and translation. The common similarity cal-
culating methods for color features are Color histogram, the
Main color method, Color moment, Color set, Color coher-
ence vector, etc. The simple color-based image retrieval
method only focuses on the color information of the whole
image and cannot represent the space layout of color feature.
Texture feature describes distribution of image pixel gray-
scale, which is a global feature. The main texture extraction
methods include GLCM texture, Tamura texture, Gabor wa-
velet transform, Contourlet transform, etc. Among them, Ar-
thur and Minh extended the Contourlet transform to Non-
Subsampled Contourlet Transform (NSCT) by cancelling the
sampling operations [5]. The NSCT can improve the transla-
tion invariance and be a great description of texture features.

In this paper, we divide the region of interest and combi-
ne the region of interest and non-interest area. The features of
texture and color are extracted by color equal quantify meth-
od and non-subsampled Contourlet transform method. We
adopt the quadratic formula distance and improved Canberra
distance to measure the texture and color features respective-
ly. Then the normalized and fused image features are regard-
ed as the underlying features. In order to implement the map
between the image and classes, this research also establishes
areas of the image classes in the feature space through semi-
supervised learning. The similarity between images is used
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to retrieve. The new image is added into the database based
on the result of positive feedback which users mark and the
class regional center is updated iteratively in feature space.
Furthermore, according to the distance with the class region-
al center, we retrieve images by using keywords, which will
improve the speed and accuracy of image retrieval.

Image feature extraction. In this part, we take an im-
proved Harris algorithm proposed by Misra et al. [6], which
effectively avoids the problem of setting the threshold by the
secondary non-maxima suppression and has a good rotation-
al invariance.

Region of interest division. The region of interest is di-
vided as follows:

(1) Extracting the Harris feature points by the improved
Harris algorithm and calculating the centroid of all the fea-
ture points, for instance (a, b) .

(2) Calculating the four largest distance|dyl| , |d},2| and
d.l, |dxl| between the feature points and the centroid in

the horizontal and vertical directions.

(3) After several experimental comparisons, only 95% of
the selected feature points are calculated in order to remove
the noise points and extract the image region of interest bet-

ter. We treat the point (a —-ld, ,b7|d},1|) as the left vertex to
d,|+\d, ) and width

draw a rectangle with the length 0.95( +

0.95(|dy1|+|dy2|). The rectangle area we draw is regarded as
the image region of interest.

Fig. 1. Region of interest extraction

Extracting region of interest in four direction and differ-
ent distance can ensure its high accuracy.

Color feature extraction and quantification. Here the
HSV color histogram method is taken to extracting the color
feature vector of image by converting images to HSV mode.
The range of its three components is H [0,360]» S <[0,1]

and ¥ €[0,1] [7].
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Usually, the color image has many pixels and the dimen-
sions of its histogram are very high. So, in order to improve
the efficiency of image retrieval, the HSV color space is
quantified by dividing the #, S and V' into 8, 3 and 3 parts
respectively. Then a 72 dimensional vector 7 is calculated
though counting the number of pixels in each bin.

The color histogram vector of region of interest is L_,

and the color histogram vector of non interest area is L, . At

last, we normalized the color feature vector of the region of
interest and non-interest area by the following formula. ¢« is
the normalized weight.

L=al, +(-a)L,,ac(0]) . (1)

Texture feature extraction. Non-subsampled Contourlet
transform method has many advantages, such as multi direc-
tional, anisotropy and great conversion translation invari-
ance. The sub-band coefficients of image are regarded as its
texture. The texture feature vector is formed by calculating
the mean and standard deviation sub band coefficients [5].

Texture feature vector is represented as

T=[E, 0.k, 0,FE,0,,..E

n’

c,].

Its dimension is determined by the number of decompo-
sition levels and break down directions. £, is the mean of

the sub-band coefficients, ¢, is the standard deviation of sub-
band coefficients.

Uo(z®)
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a

Fig.2. Decomposition of first and second layers by
NSCT: a — filtering structure; b — corresponding
frequency decomposition

The 14 sub-bands is obtained from the image though NS-
CT method with 1, 2, 3 decomposition levels. The mean and
variance of these sub-band coefficients is texture features, so
we can get a 28 dimensional texture feature vector V.

Image retrieval. Similarity calculation. In this part, the
fusion of color feature and texture feature is used to represent
the image. Assuming that the » dimensional feature vector
presents color and texture of images, and then each image is
a point in n dimensional feature space. The distance of the
images that belong to the same class in the feature space
should be small. Therefore, the images that have the smallest
distance with one class center can be divided into this catego-
ry in the feature space.

The commonly used similarity measurement methods for
color feature are Euclidean distance, Histogram intersection
distance, Quadratic distance, etc. It is proved that the widely
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used Quadratic distance is more effective than the Euclidean
distance and Histogram intersection distance. The Quadratic
distance of image histograms between the query image P
and image ¢ from database is defined as

D, =(L,~L)A(L, —Lq)T .

Where L is the color histogram vector of image P and

Ais the color similarity matrix, it shows the relationship
weight between colors. The similarity between the i th color
and the ; th color is defined as formula (2).

a; =1-d;/d, . )

The distance d;; of two kinds color i and j is calculat-
ed by Euclidean distance. a; is the element of color similari-

ty matrix 4.The 72x72 color similarity matrix can be ob-
tained by calculating the 72-dimensional color of HSV color
space [8].

Guang et al. [9] have modified the Canberra distance by
adding smoothing factor which is the mean of feature vector.
Here we add the smoothing factor coefficients based on the
above methods to adjust it more appropriate on the image da-
ta and describe the similarity between texture features better.

The texture feature of image in database is
r= 11,71, ..,7,} ad 0= {0, 0, .., 0,}1s texture fea-

ture vector of query image. The distance between 7 and QO
is calculated by the following formula.

7;_Qi

T, + ouy |+ |0, + ou|

m

Dtex:z

i=l1

Among them, u, = zmlﬂ u, = Zm:gis the smoothing fac-

i=1 i=1
tor, w is the coefficient of smoothing factor.

The similarity between images is external normalized of
quadratic distance on image color feature and modified Can-
berra distance on the texture feature. The normalized weight
is 4.

Dis(i, j) = AD (i, ) + (1= A) Dy, (i, /), A € (0,1) -

We set the coordinate of image in the feature space to be
P(i)={L,v} . Then, the regional center of th class 4 is

P(A):%ZP(i),ie 4

where n is the number of images belonging to the class A.
The regional center is iteratively updated with users’ positive
feedback by adding the new images into database.

The distance between image i, which belongs to the
class A, and its regional center a is

d(i) = /Dis(i,a)Dis(i,a)"

where {P(A),dmin ,dmax} can represent the image area of the

class A. If the location of image in the feature space is in a
region, the image most likely belongs to that class. The set of
images for the class A is

C={ilaxd <d@)<bxd_ }- 3)

max
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The values of a,b(0<a, b<1) are determined according
to the actual situation to improve the classification accuracy
of region.

Process of image retrieval. Our algorithm extracts
the underlying features of the image in the database,
then the image and the underlying features we extract are
used as training data for class region semi-supervised le-
arning, realizing the semantic mapping of image and cat-
egories.

Algorithm 1: Semi-supervised learning for region of
aclass

Input: Image dataset

Y

Output: Features database and region of class

Step 1: Loading image dataset, saving image into the li-
brary. Preprocessing the image and extracting low-level fea-
tures, saving the features into database.

Step 2: Calculating regional center of each classes using
the low-level features of images.

Step 3: Determining the region of image class in the fea-
ture space according to the distance between the class center
and the image, choosing the most suitable value of a,b in
formula (3) though experiment.

Users can use either the example image or keywords to
retrieve images.

\ 4

Query image Preprocess Similarity measure
I \ 4
Results
Feature and image library v
A Feedback
y
Image > Preprocess ”| Mapping [% Update <
Y
Keywords > Semantic match > Results

Fig.3. Image retrieval system

Keywords retrieval method matches keywords that users
input with knowledge database, and then we can find the
class labels of retrieved images and return images belong to
this class according to the distance with the center of class
region in ascending order.

Algorithm 2: Image retrieval

Input: New query image

Output: Retrieval result and class label

Step 1: Preprocessing query image O, dividing the re-
gion of interest and extracting 72-dimensional color feature
vector of image Q as well as 28-dimensional texture feature
vector.

Step 2: Calculating the similarity Dis(i, j) of image Q
and various class centers in the feature space. Outputting
similar images according to the similarity Dis(i, j) in as-
cending order and determines the class label of the query im-
age Q. When image QO satisfies more than one class re-
gions, we select the class label for O with the highest scale

class of images return.
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Step 3: Users feedback satisfaction of the query results. If
users are satisfied with the results, image O will be stored

into image library, whose features will be saved into the fea-
ture library and added to the image collection of the corre-
sponding class. At the same time, the regional center of the
class is recalculated.

Experimental and results. In order to test the effective-
ness of the image retrieval algorithm we proposed, 1000 im-
ages of Corel image dataset were used as an experimental
test dataset, which included flowers, mountains, Africa peo-
ples, beach, architecture, food, buses, horses, dinosaurs and
elephants. Altogether ten categories, 100 images of each class
[10]. The experimental simulation platform was
MATLAB2013a.

First, the image dataset was preprocessed. The image da-
taset for each class was randomly divided into five groups, 20
images per each group, preparing for five cross-validation.
Taking four of five groups of images as experimental train-
ing data and the remaining group was regarded as test data.
Then, we used a total of 800 classified training data, 80 pic-

91




IHOPOPMALIWHI TEXHONOTII, CACTEMHUN AHANI3 TA KEPYBAHHA

tures per class, and the remaining 200 unclassified images as
test data. The training image dataset was saved into the li-
brary and the features were saved into the feature database.
By semi-supervised learning, we learned the class center and
class region of each image class and established the semantic
mapping of images and class labels.

In the experiment, the internal normalized weight o of
formula (1) was 0.83, the normalized weight 4 of color fea-
ture and texture feature was 0.68. The values of the class re-
gion parameters «,b in formula (3) were 0.85 and 0.72.

Precision and recall were used to measure the perfor-
mance of image retrieval algorithm in this paper. The recall
and precision are defined as follows

P(N) = %N,R(N) = IHN :

where /,, represents the number of images which consistent

Query Image

with the class of query image in the retrieval results, M is
the number of images consistent with the class of the query
image in the image database, N is the number of images that
retrieval return. In the experiment, N =36,M =80. The
higher precision and recall rate means that the image retriev-
al algorithm has a better performance.

Fig. 4 is the experimental interface of our image re-
trieval system, the image in the upper left corner is the query
image, behind which are the system return results in order of
priority according to similarity with the query image.
Precision and recall rate are calculated and displayed in
Fig. 4. For example, in Fig.4, a the query image is “Dino-
saur”. The retrieval result includes mostly dinosaurs, its
precision and recall rate are 97.22 and 43.75%. Fig. 4, b
shows the result for the query image “Food”, the retrieval
result contains small number of pictures of other classes, its
precision and recall rate are 88.89 and 40.00% respectively.

1A A A

A
A3 A A A A

73 AN WA

AR

Fig. 4. Results of the image retrieval system: a — dinosaur; b —food
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In order to compare the performance of the similarity
measure method proposed in our research, the experiment
has been carried out that compared our method with Euclide-
an distance and Canberra distance [9], and its results are pre-
sented in the table. As can be seen in the table, our method is

more effective than Euclidean distance and Canberra dis-
tance.

Fig. 5 reflects the performance of the similarity meas-
urement by three methods. Our method appeared more suita-
ble when compared to the other methods.

Table

Performance of the Comparison of Distance Measures in the Image Retrieval for Different Classes

Algorithm Horse Flower Dinosaur Mountain Average

L. Precision 0.5769 0.6025 0.6217 0.4962 0.5743

Euclidian Recall 0.259 02711 02797 0.2232 0.2584

Precision 0.6261 0.6342 0.6528 0.5192 0.6081

Canberra Recall 0.2817 0.2853 0.2937 0.2336 0.2736

Precision 0.6623 0.6755 0.6897 0.5682 0.6489

Our method Recall 0.2980 03039 03103 02557 0.2920
o7 : ilarity by Quadratic formula distance and modified Canberra
06 -_ZZ‘;ﬁ“.’;f“’ distance. By using semi-supervised learning methods, the

0.5
0.4}
0.3} .
0.2
01
i} ! L

Euclidian Canberra Our method

Fig. 5. Comparison of the precision and recall rate of re-
trieval for different distances

In order to reflect the effectiveness of the region of inter-
est we extracted, in the experiment, the quadratic distance
and Canberra distance were used for similarity measurement
and extract the region of interest or not to retrieve respective-
ly. The experimental results were compared and analyzed.
As can be seen from Fig. 6, the result of the method that ex-
tracts the region of interest has higher accuracy than the
method that does not extract the region of interest. Thus, the
effectiveness of the region of interest was verified. The re-
sults are shown in Fig. 6. For the images with main outstand-
ing content, such as the flowers, dinosaurs and so on, the ac-
curacy has been improved greatly, but for the images with
sophisticated content, such as buses, mountains and so on,
the accuracy increase is not obvious.

Fig. 7 reflects the loss of precision of 3 different distance
measurements with the increase of image number that re-
turns. In Fig. 7, we can see that the precision of the Euclidean
distance and Canberra distance decreases rapidly. The preci-
sion of the method combining Quadratic distance and the
improved Canberra distance decreases slowly compared with
the previous two.

The semantic map in image retrieval system has in-
creased the precision and recall rate compared with the Eu-
ropean distance and Canberra distance.

Discussion and conclusion. The region of interest image
retrieval algorithm based on the semi-supervised learning is
presented in this paper. We have found that the images with
same semantic have certain similarities in the underlying fea-
tures. The developed algorithm combines the region of inter-
est and non-interest areas of an image and calculates the sim-
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semantic map between image and the class label has been
build. The algorithm performed well in the experiment, but
the “semantic gap” still exists. The image retrieval algorithm,
which is able to articulate and represent all the emotion se-
mantic information, is still a difficult problem to be put for-
ward.

H 06623 05882
08 .. 06755 B y
0.6837 g,
06261 05152
0.6342 b o
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ROI-Precision
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o
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Fig. 6. Comparison of the effect resulted by the region of in-

terest extraction
100,
—— Our Method
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Fig. 7. Relationship between precision rate and recall rate
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Merta. J1Jis mMiIBUIIECHHS ITOKA3HUKIB TOYHOCTI Ta MOB-
HOTH TIOIITYKY 300pa’keHb, y CTATTI 3alPONOHOBaHMUN HO-
BUI METO/| MOLIYKY 300paskeHb. BiH IPyHTYETbCS Ha TO-
My, II0O OKpEMi YacTHHHM 300payKeHHs IO-pi3HOMY Iij-
JIAl0ThCS MI3HAHHIO, 1X BKJIAJ] Y PE3YJIbTaTUBHICTD TONIYKY
pizHuit. [l minBuieHHsT e(heKTHBHOCTI MOIIYKY i ceMa-
HTHUYHOTO BiOOpY BHKOPHCTaHHMH METOJ IOUIYKY 3a 00-
JIACTIO 300paskeHHsI, IO MPEICTABIISE IHTEPEC.

Metoauka. Ha ocHOBI 00macTi 300pakeHHs, 10 Tpe/l-
CTaBJISIE 1HTEpEC, OTPUMAHN CEMAaHTUYHHI JTiara30H KiIacy
B 03HaKOBOMY TIPOCTOPI 3@ JOTIOMOT'OI0 JITOPUTMY HAIOJIO-
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BUHY KEepOBaHOTO HaB4YaHHA. CEeMaHTUYHHUI [Tialia30H Ki1acy
ABISIE COOOIO BiATIOBIMTHICTE 300paskeHHA Ta Kiacy. bepyan
JI0 yBar" BiJIMIHHOCTI €JIEMEHTIB 300pakKeHHs, 0Ou-pasacs
HalfOLIbII BIJITOBIIHA Mipa Bi/ICTaHi.

Pe3yabTaTn. YV 300paxeHHi 00J1aCTh, 110 MPEICTABIISE
iHTepec, BUIUISUIACS 3a JIOTIOMOTO0 TIOKPAIEHOTO JETeK-
Topa Xappica Ta BUJAJCHHsS HECYTTEBHX €JIEMEHTIB 30-
OpaxxeHHs1. [l HaNIOJIOBUHY KEPOBAHOTO HaBYaHHS BUKO-
pHcTOBYBajacs 6a3a XapaKTEpHHUX O3HAK UIS 3iCTaBJICHHS
300pa)XeHb 1 CEeMAaHTHYHUX KJIACiB, IO iTEpaIliifHO OHOB-
JIOIOTHCS 32 JOMOMOTOIO PEJIEBAHTHOTO 3BOPOTHOTO 3B'SI3-
Ky.

HayxoBa HoBH3HA. BuBUucHa BiNOBIIHICTS MK 00Jac-
TSIMH 300pakeHb, MIO TMPEICTaBIAIOTH HTEpeC, i Ha3BaMU
KiaciB. BukoprctoByBanucs 1Bi MipH BiJCTaHi Juisi 004HC-
JICHHSI CXOXKOCTI MK pi3HMMHU eieMeHTamMu. CeMaHTHYHMIA
BIIOIp YIOCKOHATIOETHCSI B OTIEPATHBHOMY TIOPSIKY. Y J0C-
JI/DKEHH] 3alpOIIOHOBaHa HOBA YHiBepcalbHAa CHCTEMa TI0-
LTYKY 300paKeHb.

IIpakTnyna 3HaunMicThb. [IpoananizoBani pi3Hi moTpe-
Ou KOpUCTYBauiB, EKCIIEPUMEHTH JAJIM FapHUI pe3yabTar. Y
TIOPIBHSHI 3 IHIIMMU METOJaMHM, 3allPOTNIOHOBAHUI METOJ
TIOIIYKY 300pakeHb 3a 00JIacTIO, IO MPEJICTABIIIE IHTEPEC, €
IIBU/IIINM 1 €PEKTUBHIIINM.

Kurouosi ciioBa: NSCT-konmypna mpancgopmayis, ce-
MAHMUYHULL NPOJIOM, DEeGaHMHULL 360POMHULL 36'130K, NO-
wyx 306padicens, mipa siocmani Kanbeppa

Ieap. /Iy noBbllLIeHNs MoKa3arenei TOYHOCTH U TOJ-
HOTBI TIOMCKA M300payKeHHH, B CTaThe MPEUIOKEH HOBBIH
METOJ TOUCKa n300paxkeHuil. OH OCHOBBIBAETCS HA TOM, UTO
OTZENBbHBIE YacTH M300paKEHHS MO-Pa3sHOMY IIOJUIAFOTCS
OTIO3HAHMIO, UX BKJIAJ B PE3YJIBTAaTUBHOCTH MOKCKA Pa3i-
yeH. [l noBbImeHnst 53Q(EKTHBHOCTH MONCKA U CEMaHTH-
YeCcKOro 0TOopa MCHOJB30BaH METO TIOWCKA IO TPEJICTaB-
JISTFOIIICH MHTEpeC 001acTH M300pasKCHUS.

Metoauka. Ha ocHOBe mpeacTaBisiiolIedl HHTEpec
obslacTi M300paKEHUs! TTOJyUICH CEMaHTHUCCKHH anamna-
30H KJacca B IMPH3HAKOBOM IIPOCTPAHCTBE C IOMOIIBIO
aNTopuTMa HAIOJOBHHY ympaBisemMoro odydenus. Ce-
MaHTHYECKHUH JnMana30H Kjlacca IpeacTaBiseT co0oif co-
OTBETCTBHE M300pakeHMs M Kiacca. [IpuHuIMas Bo BHH-
MaHHE Pa3IMyus dJIEMEHTOB M300pakeHMsl, BHIOUpaIach
HamboJiee COOTBETCTBYIOMIAS Mepa PACCTOSHHUS.

Pe3yabTarhl. B n300pakeHnn NpeACcTaBIAIONas WH-
Tepec 00IacTh BBIJIENSUIACH C MTOMOIIBIO YIYYIICHHOTO
JeTekTopa Xappuca U yAaleHHs HECYIIECTBEHHBIX JJie-
MEHTOB M300pakeHus. {11 HalOJOBUHY YNpPaBIIEMOTO
o0ydeHMs HCHOJIb30Ballach 0a3a XapaKTEpHBIX IpPHU3HA-
KOB JUIsl COTIOCTABJICHUS M300pa)KCHUH N CEMAaHTHYECKUX
KJIACCOB, MTEPAIIMOHHO OOHOBJISIOUIMXCS MOCPEACTBOM
pEIIeBAaHTHOM OOpPATHOM CBS3H.

Hayuynasi HoBu3Ha. V3y4eHO COOTBETCTBHE MEXKAY
MIPECTABILIOINMH HHTEpPEC 00JacTAMH H300pasKeHHH
W Ha3BaHWAMH KiaccoB. Mcronp30Banmch JBE MeEpHI
paccTOsHHS AJIS1 BBIYMCICHHS CXOJCTBA MEXKIY pa3HbI-
MU neMeHTaMu. CeMaHTHYeCKHH 0TOOp COBEpIICHCTBY-
eTcd B OIEepaTUBHOM MNopsnke. B umccnenoBanuu mnpen-
JIO’)KEHa HOBas yHMBEpCajbHas CHCTEMa TOHCKa U300pa-
JKEHUH.
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IHOPOPMALIWHI TEXHONOTII, CACTEMHUN AHANI3 TA KEPYBAHHA

Ipakruyeckast 3HaUMMOCTh. [[poaHann3upoBaHs! pas-
JIMYHBIE TIOTPEOHOCTH TOJIB30BATENCH, IKCIIEPHUMEHTBI JAJTH
XOpOLLUMK pe3ysIbTaT. B cpaBHEHUM ¢ IpyrUMU METONAMH,
MPEIUIOKEHHBIN METOJT MOMCKA W300PKCHHUI TI0 TIPEICTAB-
JSTFONICH MHTEpEeC 00NAcTH SIBISCTCsI Oosiee OBICTPhIM U 3-
(DEKTHUBHBIM.
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METOJA PILIEHHA «3AJAYI KOMIBOSIZKEPA» HA OCHOBI
AJITOPUTMY «BEJIUKUX I MAJIUX MYPALIOK»

Purpose. The traditional ant colony optimization algorithms have been used to solve the NP-hard problem, Traveling
Salesman Problem (TSP), which is based on the rule that ants tend to choose high pheromone concentrated path. The max-min
ant system (MMAS) most commonly achieves the nearest neighbouring city and always formulates the local optimal solution.

Methodology. The “big-small ant colony” algorithm with a kind of “jump pit strategies” has been formulated. Where, the
big ants can carry much more pheromones and are prone to making mistakes.

Findings. First, the “big-small ant colony” algorithm was employed to accelerate the convergence speed. Then, by using a
kind of jump pit concepts, a wider range path searching was provided, where the “small jumping strategy” allowed more than
one ant to go along a different path, and the “big jumping strategy” put a barrier on the pheromone convergence path forcing
the ants to choose other different paths. The experimental results showed that the modified algorithm always converges to the
optimal results unlike the MMAS.

Originality. The modified ant colony optimization algorithm was studied and the effectiveness of the idea, which was put
forward, was discussed.

Practical value. The proposed algorithm may be employed to solve other problems, especially together with some deter-
ministic algorithm to realize quick global optimization.

Keywords: ant colony optimization, traveling salesman problem, max-min ant system, NP-hard problem, global search,

pheromones, “jump pit strategy”’

Introduction. In nature, ants crawl out from the cave to
find a food source, upon finding it they come back to the
colony. They leave a path marked by pheromones substanc-
es. In an ant colony, the algorithm of information interaction
is based on the pheromones mainly. The ants are able to per-
ceive the existence of this kind of material and its strength in
the absence of visual signs. At the initial stage, in the envi-
ronment there are no pheromone paths, and the ants search
for things in a random way. Then the process of the food
source search is affected by the previous residues of the ants’
pheromone. Ants tend to choose the path with the high con-
centration of the pheromone. At the same time, the phero-
mone is a kind of volatile chemicals, which evaporates slow-
ly. The longer is a path, the more time an ant spends on
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travelling down the path and back, the more time the phero-
mones have to evaporate. The pheromone residual is rela-
tively higher on a shorter path. Subsequently the probability
that other ants will choose the shorter path is large. This leads
to the more and more ants walk along the short path. Conse-
quently, the pheromone concentration that remains on the
path will also increase. Therefore, the ants’ collective behav-
iour constitutes the pheromone positive feedback process,
which allows finding the shortest path. The positive feedback
mechanism strengthens the performance of better solutions,
but it may cause the ant colony algorithm easily fall in prem-
ature phenomenon and stagnant phenomenon when solving
problems. In real life, many ants cannot complete complex
tasks, but can find the current optimal solution path to adapt
to the changes in the environment. Ant Colony Optimization
(ACO) algorithm is a method, which is used to find an opti-
mal path through graphs. Marco Dorigo put it forward in
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