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METHOD FOR EVALUATING TECHNICAL CONDITION OF AGGREGATES
BASED ON ARTIFICIAL INTELLIGENCE

Purpose. Enhancing operational efficiency of natural gas pumping units by applying artificial intelligence methods to assess
their technical condition.

Methodology. The artificial neural networks theory, in particular, the counter-propagation network with two layers of Kohonen
and Grossberg, was used to recognize aggregate states. The structure choice and calculation of the separation line coefficients was
carried out using genetic algorithms.

Findings. The task of evaluating the aggregate technical state is formed as a pattern recognition task. An analysis of literary
sources has shown that the problem of pattern recognition relates to difficult-to-formulize tasks, and their solution requires new
approaches, based on artificial intelligence methods. The artificial neural networks of counter propagation are proposed to use for
recognizing the aggregate technical states. The article shows advisability of using the LVQ-network type, which has two layers of
Kohonen and Grossberg in its composition, for this assessment. The efficiency of the network is confirmed by a test case. A ge-
netic algorithm that allows choosing both the polynomial structure and its parameters is used to construct a diving line separating
one class of signs from another. The technical condition of the lubricating system of the natural gas pumping aggregate is esti-
mated, as an example of the developed methodology application.

Originality. The Al-based method for assessing the technical state of gas-pumping units has been further developed to evaluate
their state in operating mode and, based on this, develop effective algorithms for optimal loading of parallel operating aggregates.

Practical value. Algorithmic and software testing was developed on the test case, based on the proposed method for assessing
the aggregate technical condition. The proposed method, which effectively solves the problem of partitioning the signs planes into
classes each of which characterizes its certain state, has been shown as an example of the technical state evaluation of the gas tur-

bine engine lubrication system.
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Introduction. It is necessary to attribute certain features
(objects) to one or another cashier when solving a number of
practical tasks. Such problems arise, for example, in drilling
[1], the production of synthetic materials [2], technical diag-
nostics [3], and others.

Pattern recognition tasks are difficult to formulize, and
their solution requires the development of new methods and
approaches using intelligent technologies. It is necessary to
determine the feature by which one or another object can be
attributed to a certain class for a successful solution of such
tasks. In this case, the uncertainties of the images that need to
be recognized should be taken into account.

Pattern recognition tasks are of two types, classification and
clustering. Classification of images means the process by which
the whole set of images having different properties (attributes) is
divided into non-intersecting classes. Classification is carried
out by means of training when the assignment of objects to a
particular class is carried out according to reference samples.

In contrast to the classification, with clustering, the num-
ber of classes (clusters) which should be divided into a set of
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images is unknown in advance. Clustering allows one to struc-
ture the input data and characterize the status of a particular
object by exploring each cluster. The purpose of the work is to
improve the method for constructing separate curves between
classes on the basis of genetic algorithms.

Literature review. The problem of pattern recognition is
one of the most complex tasks of cybernetics [4]. Methods for
pattern recognition can be divided into two groups, classifica-
tion and clustering. The essence of the classification is [5, 6]
that a set of objects is investigated. Each object of this set is
characterized by a certain number of signs. It is assumed, that
it is possible to submit a certain number of subsets that do not
intersect. There is a finite set of objects and it is known which
classes they belong to. It is necessary to range an object in a
certain class based on a set of signs of the object.

In the case when the object to be classified is to be submit-
ted as a vector whose components are valid numbers, mathe-
matical methods of classification are used.

The object recognition signs can be deterministic and sto-
chastic. Recognition with deterministic features occurs by
matching two vectors. One of them is the precedent of another
representing the object. The norm of the difference between
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vectors in the Euclidean space is used as a measure of the ob-
ject belonging to a certain class [5]. If the signs of an object are
given in a binary code, then the criterion of belonging to a par-
ticular class can be Heming’s distance [6].

In most cases, feature vector components are distorted by
obstacles, which prompts the use of statistical methods, in
particular, Bayesian ones [7]. The Bayesian method provides
effective recognition in the case where objects signs distribu-
tion laws that must be Gaussian are known [8, 9].

The image recognition method, which is based on linear
statistical estimation of incoming statistics nonlinear func-
tional transformations, is proposed in cases where the hypoth-
esis of the normal law of distribution of features of the object is
not confirmed [10]. This method is close to the class of non-
linear parametric methods that work according to the “nearest
neighbor” rule [9]. The statistical methods of pattern recogni-
tion should include a method called the nuclear method of
reference vectors [11]. The essence of the method is in the ef-
fective overview of models and finding of a compromise be-
tween the degree of conformity of data models and their com-
plexity. Calculating it reduces to solving finite dimensional
problems of quadratic optimization with the number of vari-
ables equal to the number of observations [12]. The size of
such a task can be quite large, which is a significant drawback
of the method. Clustering, unlike classification, where the
number of classes of object recognition is known, assumes that
the number of clusters is unknown.

The process of separating the image set into clusters is
based on minimization of a certain partition quality criterion,
which may be [6]: the mean square distance between the im-
ages in the cluster; mean square distance between images be-
longing to different classes; indicators based on the notion of
the matrix of distances; minimum and maximum dispersion,
and others.

An efficient solution of the clustering problem can be ob-
tained using neural networks such as Kohonen and Grossberg
[13, 14].

The estimation of aggregate technical state using methods of
artificial intelligence. Parameters of the technical system (the
unit) change over the time, as a result of natural aging and
wear. Such a change can be used to determine its technical
state.

A certain technical condition of a unit, for example,
“good”, “normal”, “satisfactory”, is characterized by some
set of signs (images). The set of such images forms n-dimen-
sional image space, whose coordinates are indicators of the
unit technical state.

Let us assume that for each node of the unit the basic tech-
nological parameters, which indirectly characterize its techni-
cal condition, are determined. We will mark them through

(#) (1)

x 7 and x5/, h :G, where ¢ is the number of nodes of the
units. For each node of the unit, we construct a plane of signs
(Fig. 1) and, let some classes be distinguished in this plane,
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Fig. 1. The feature area of the i" node of the unit

each of which characterizes a certain technical state of the se-
lected node of a unit. For each class we assign a certain rating

[15] r,-(v),v = G, where p — the number of classes on which the
plane of the unit node signs is broken. The least value of the

v _

1 is assigned to a class that characterizes the
v - p is

assigned to the rating that is associated with the worst techni-
cal condition of the assembly unit. Then the technical condi-
tion of the unit will be evaluated by the value

_3lh), (1)

h=1

rating min:r,-

state of the node, for example, “good”, while max ¥,
v

where tgh) € {1, p} is the rating of the technical condition of the
i" node of the unit.

The assessment of the unit technical condition is carried
out by observing its work over a period of time. At the same
time it is necessary to exclude stops and launches of the unit
from the observations. As a result, they receive the data array
about the operation of each unit node. In the specified coordi-
nates of signs, a plane of unit node signs, which must be di-
vided into classes, is formed.

An effective tool to split planes into classes is artificial neu-
ral networks, in particular, neural networks of counter produc-
tion. Such networks are called Learning Vector Quantization
Network (LVQ-network) and have inbuilt input layer of neu-
rons and layers of neurons of Kohonen and Grossberg. LVQ-
network has two layers with serial communications. In the
network operation mode, the input vector is fed to its input x
and the output vector y is formed. The Kohonen network
layer functions in accordance with the rule “winner takes it
all”. If input to the layer Kohonen submit a vector X, then the
output will have a signal that is formed in accordance with the
following relationship

s =WX,

where Wis the matrix of weight coefficients.
It should be noted that ;" line of the matrix Wis a vector of

the weights W, j” neuron.
In the process of learning the Kohonen layer, a vector X,

which is scalarly multiplied by the weight vector W; of all neu-
rons, enters its input. A scalar product is a measure of similar-
ity between an input vector X and a vector of neuron weights

w;. The neuron, for which the condition max :x w is ful-
ﬁlled becomes a “winner” and its scales apprdach the compo-
nents of the input vector X. The Kohonen layer is taught by
the following rule

Wnew = Wald + ‘I’](f— Wold ) lim,
X0

where w,,, is the new weight value that connects the input

component of the vector X with the winner neuron; w,, is
the previous value of the same weight; n is the coefficient that
determines the speed of training.

The outputs of the Kohonen layer are applied to the inputs
of the Grossberg layer neurons. Then, each weighting factor is
corrected only when it is connected to the neuron of the Ko-
honen layer with a non-zero output. There is a task of con-
structing a separate line that separates one class from another,
after dividing the nodes set of a unit into a certain number of
classes. Assume that q classes are obtained as a result of tech-
nical state evaluating of the unit node. It is necessary to build a
dividing line between z and z — 1 classes. Let the classes z and
z— 1 be placed respectively N, and N,, images. Then the divid-
ing line between these classes can be obtained by minimizing
the functionality [17]
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where f ()7 ,ﬁ) is equation of the dividing line; @ — is the vec-
tor of the dividing line parameters.
When the condition is met f (f”i,ﬁ) ~1, vector X will

belong to the class 7 — 1. Where f()?Wj,Egz ~1 vector X" will
belong to the class z. The fulfillment of the last two conditions
provides a minimum of functional (2). If the structure of the

function is known f (f,ﬁ), then the equation of the dividing
line f (fﬁ) =0 will be obtained by defining its parameters as
components of vector @, from min: F' (E ) condition.

a

The function f (37,5) is linear with respect to its parame-
ters

m—1
f(@x)=3 a0,(%). (3)
p=0

where ¢, (f ) — is known functions of vector argument X.
Formula (3) is written in the form of a scalar product of

two vectors @ and 6(76). We obtain
f(@.x)=a"g(x).

Substituting the value f (5,)7 ) in (2), we will get

_ 1 &, 2 IR )
F(a):ﬁo;(aﬂp(xm)—l) +N7WJZ::‘(QT(P(XWJ)+1) 4

Minimizing the functional (4) for a vector argument 4.
the following vector-matrix equation is obtained

Aa=b, (5)

where

1 & N1 :
A= AR )+ AR (©6)

Elements of matrices A( "’) and A(f Wj) are calculated
by the following formula

O =Pie (f)%(f), kol =0,m 1. (7)

In formula (3), functions @, (f) are chosen in a power
polynomial form. Then

m—1 m,
f(@x)=2a]]x (8)
p=0 v=1

stp <#; r; —is the degree of polynomial (8).
v=1

The number of polynomial members (8) is calculated by
the following formula [18]

!
m:(mt+r1).- o

17!
m,n!

When choosing a function ¢, ()?) in the regressions form,
formula (7) takes the following form

e (10)

and the vector b components will be as follows

1 N, m, _
b, = N*ZH —*ZHX S k=0,m—1. an
=1 v=1

w J=1v=1

The dividing line can be constructed on the sign plane af-
ter determining the coefficients of the polynomial (8), by solv-
ing the matrix equation (6).

The dividing line (8) constructed in such a way has a sig-
nificant disadvantage [17]. The essence of this disadvantage is
that almost always the object placement density in a class fur-
ther from the border is greater than that at the very border. To
improve the dividing line process quality, it is important to
consider the fact that objects, located closer to the dividing
line, have a greater impact on it than objects located further
away from it.

In order to provide a lesser impact of objects when they are
separated from the dividing line, the following weight function
is proposed in [17]

Wil
W(f)=e 7, (12)

where f=f ()?,E); f and y are the coefficients, selected based
on the results of the computational experiment.

Considering the weight function (12) allows writing func-
tional (2) in the following form

S () r(ea) o
S rfe.)
=l (13)

In the case B = 0 where the weight function (11) is identi-
cally equal to one, the functional (2) is obtained.

As previously, the function f ()? ,E) is chosen as a polyno-
mial (8).

The solution of the problem of constructing the dividing
line requires not only the determination of the polynomial co-
efficients (8), but also its structure. The problem of the divid-
ing line equation synthesis will be solved on the genetic algo-
rithms theory basis. The polynomial coeﬁicient (8) will assign
the opposite case. An ordered sequence of zeros and units that
are associated with the corresponding coefficients of the poly-
nomial (8) will be created. Such an ordered sequence in the
theory of genetic algorithms is called a chromosome, and its
atomic element (1 or 0) is called a gene. Functional (13),
which is to be minimized, will be a fitness function. The task
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will be set by natural selection to find such a chromosome,
which will fit the least value of the fitness function (13).

The algorithm to solve the given task consists of such a se-
quence of steps.

Step 1. Initialization. To choose the power of the polyno-
mial (8), that will determine the set of possible equations of the
separation line from the set of polynomial powers 7,. The initial
population P is randomly generated from / chromosomes of
length m each, where m is calculated by the formula (9).

Step 2. Evaluation of chromosome fitness in a population
P. Another chromosome is selected from the population. In
accordance with the selected chromosome, a polynomial (8)
of degree r; is formed, which will contain m, units and m — m,
zeros. The polynomial formed in such a way is included in the
fitness function (13), which is minimized by the parameters a,,,
p € {l...m}. The fitness function (13) is nonlinear with re-
spect to the parameters a,,. To minimize it, the deformed poly-
gon method is selected (Nelder-Mead method) [19]. The ini-

tial approximation al’ is the value obtained as a result of
solving the matrix equation (5). Thus, performing step 2 allows
determining the value of fitness function (13) for each chro-
mosome in the population P.

Step 3. Checking the algorithm stop condition. In the fit-
ness function values (13), obtained in step 2, the least value is

selected F(E*):rrzin:F(E). If the condition |F(E*)|s € is

met, where ¢ is a positive number that determines the accuracy
of the problem solving, then the calculations are completed.
The calculations may also be stopped in those cases where the
fitness function (13) has not been reduced or the algorithm has
performed a given number of steps.

In the case of not fulfilling any of three conditions, the
transition to the next step takes place.

Step 4. Chromosome selection. The selection of those
chromosomes that will participate in the creation of a new
population is carried out by the calculated values in the second
step. Such selection is based on the principle of natural selec-
tion, when chromosomes with the least value of the fitness
function participate in the creation of a new population (13).

To select such chromosomes in this algorithm, the tourna-
ment method [20] was used. In the tournament method, se-
lected chromosomes are divided into subgroups of 2—3 chro-
mosome pairs in each subgroup.

Step 5. Formation of a new population of descendants.
A new population of chromosomes is formed by the operators
of crossing and mutation. The crossing operator is performed
much more often than the mutation operator. The likelihood
of the crossing operator P, execution lies within [0.5...1.0],
and the probability of the mutation operator P, is [0...0.1].

Crossing is performed on groups of chromosomes, which
are formed in the fourth step. A random number Py is gener-
ated from the interval [0... 1] and, if the condition P, < Py is
met, then the selected pair of chromosomes crosses. Other-
wise, chromosome crossing does not occur. Crossing is per-
formed as follows. The crossed point (locus) L is randomly
played for the selected pair of chromosomes. Value L is an in-
teger that must satisfy the condition 0 < L <m — 2. In the first
chromosome, genes at positions [L + 1...m]| are replaced by
genes of the second chromosome, and in the second chromo-
some, genes at positions [L + 1...m] are replaced by genes of
the first chromosome (Fig. 2).

A couple of relatives .
T %) m A couple of offspring

:_}_J:—
L 1 [

Fig. 2. The process of creating a new pair of chromosomes under
the action of the crossing operator

To implement the mutation process, a random number is
generated from the interval [0... 1] and if it belongs to the in-
terval [0...0.1], the mutation operator is applied to the selected
chromosome from the relatives pool. The effect of the muta-
tion operator is to randomly select the locus of the chromo-
some L, and the gene in position L changes its value to the
opposite (from 1 to 0 and vice versa).

As a result of executing crossing and mutation operators,
the population of relatives is replaced by the population of de-
scendants. After step 5, the transition to step 2 occurs.

The aggregate technical condition estimating algorithm
testing by artificial intelligence methods. To check the effective-
ness of the developed algorithm, a test that mimics the techni-
cal condition of an assembly unit was developed. It was as-
sumed that the state of the node is characterized by three
classes. The number of objects in each class is 100. The coor-
dinates of the objects x; and x; are also randomly generated on
the feature plane. Each coordinate is a random variable dis-
tributed by the law of uniform density

, a<x;<b
b-a
p(xi): 0, x;<a (14)
0, x;>b

where i=1, 2.

Table 1 contains parameters of density function p(x;).

Five random values distributed by the law (14), were gen-
erated for each coordinate x;, and its average value was calcu-
lated. It should be noted that even the sum of three propor-
tionally uniformly distributed random variables results in a
distribution close to normal [5]. Thus, there are reasons to
believe that the values x; and x, in each class are distributed
according to a law that is close to normal. Fig. 3 reproduces the
simulation results obtained in accordance with Table 1.

With the help of the LVQ-network, many features (Fig. 4)
were divided into three classes (Fig. 4). The centers of the
classes are denoted by Figs. 1, 2, and 3. The following network
parameters were selected: the number of neurons is 3; the Ko-
honen layer learning coefficient is 0.01; the coefficient of “fair-
ness” is 0.001; the number of training cycles is 1000.

The result of an attributes array partitioning into classes by
the LVQ-network is shown in Fig. 4.

Dividing lines that separate classes from each other are con-
structed using a genetic algorithm that minimizes fitness (13). A
polynomial of the second degree was selected. Other parame-
ters of the algorithm were as follows: the number of chromo-
somes in the population is 100; the maximum number of itera-
tions of the genetic algorithm is 10; the probability of crossing is
0.5 < P, < 1; the probability of a mutation is 0 < P,, < 0.1; the
number of chromosome pairs in a subgroup is 3; accuracy of
solving the problem is 0.01; parameters that govern the rate of a
function decline at a distance from zero are o = 1, and 3 = 500.

The dividing line between the first and second classes
(Fig. 5) is described by the following equation

Table 1
Parameters of density function
Parameters p(x;)
Classes Values
a b

X 0.3 0.6
Class - 1

X, 0.4 0.8

X 0.3 0.6
Class - 2

X, 0.3 0.5

X 0.4 0.8
Class - 3

X, 0.58 1.0
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Fig. 3. Simulation modeling of feature classes
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Fig. 5. Division of attributes set into classes by dividing lines

2 _
a, +ayX, + 43X, + 4, XX, +asxy =0,

where a, = -8.1351; a, = 24.4044; a, = —4.5066; a, = 6.6658;
as=-19.0694.

The second dividing line, that separates the first class from
the third, is described by the following equation

2_
a, +a,x,x, +ayx; =0,

where a; =-3.3863; a, = 6.9372; a; = 1.5359.

Analysis of Fig. 5 shows that there was an error-free divi-
sion between the first and third classes, and when the first and
second classes were divided, three objects from the first class
went to the second class.

Thus, the test case has shown that the pattern recognition
method on the artificial intelligence basis enables to synthesize

an effective algorithm and the corresponding software for the
division of the signs set into classes.

Technical condition assessment of a lubricating system of a
gas-pumping unit. As an example of applying a method for as-
sessing the technical condition of aggregates, consider the lu-
brication system of the gas-pumping unit (GPU). In order to
drive centrifugal superchargers of natural gas, in most cases,
gas turbine engines (GTE) are used in GPU.

The GTE lubrication system has a reservoir, filter, and
cooler. The oil under pressure is pumped through the lubrica-
tion system and returned to the tank for re-use.

The lubrication system in the GTE plays two important
functions [21]: ensuring lubrication between rotating and sta-
tionary surfaces and diverting heat (cooling effect) from these
surfaces. The designs of the lubrication systems should con-
sider the type of bearing, bearing load, the temperature and
the viscosity of the oil. Bearings which carry the rotor shaft of
the GTE are of two types: hydraulic and antifriction. In a hy-
drodynamic bearing, slip friction changes into a fluid slip; an-
tifriction bearings operate on the principle of rolling friction.

Thus, the technical state of the lubrication system largely
depends on the effective and trouble-free operation of the
GPU in general [22].

To assess the technical state of the lubrication system of
the GTE it is important to highlight those features that carry
the maximum information about its state.

There is no general theory of formalized definition of char-
acteristics [23]. Choosing a set of attributes often depends on
the experience and intuition of the expert.

In order to obtain material for assessing the technical con-
dition of lubrication GTE, experimental studies were con-
ducted at the compressor station Dolinsky Board linear gas
mains SE “Prykarpattransgas” where centrifugal supercharger
GPA-TS1-16S/76-1,4 gas turbine engine HH-90L2 are in-
stalled.

The experimental material analysis showed [24] that the
pressure in the system and the oil temperature at the engine
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outlet should be selected as lubrication system technical con-
dition signs.

For the effective recognition of the lubrication system
states, the coordinates of the images x; and x, are reduced to
dimensionless units using the following formula

X, = Xi _Xi,min , Q= ]72’

Xi,max - Xi,min
where X; is dimensional units (temperature); X; ¢, X;
maximum and minimum values of the unit size X;.

The plane of the GTE lubrication system characteristics
was divided into three classes with the help of the LVQ-net-
work (Fig. 6).

The first class will be attributed as a normal mode of op-
eration; the second as a satisfactory, and the third as before the
emergency.

Separate classes among themselves will use separate lines,
which are built on the developed algorithm. It was chosen as a
second-degree polynomial. Other parameters of the algorithm
remained unchanged. Separate lines that are marked on the
feature plane are shown in Fig. 7.

The following dividing lines equations were obtained.

The equation of a dividing line separating the first class
from the second is

are

, min

2_
Q)+ ayX, + X, + 4, XX, +asxy =0, (15)

where a, =-2.6077; a, =2.8800; a3 =9.5001; a,=—-2.9105; as =
=-7.5131.

The equation of the dividing line dividing the second class
from the third is

2 2_
X, + 4, X +ax,x, +a,x;5 =0, (16)

where a;, = -5.2764; a, =—-0.5093; a; = 0.567432; a4 = 6.3922.

As a result of the genetic operators’ action, equations (15,
16), whose structure does not contain part of the members of the
complete polynomial of degree 2, were obtained. The obtained
“shortened” polynomials (15, 16) do not contradict the work’s
statement [6] that “there is no need always to use all the members
of a polynomial when choosing the degree of a polynomial”.

To construct the graph of the dividing line, it was neces-
sary to solve equations (15, 16) relative to the variable x,. As a
result, dividing lines that are shown in Fig. 7 were obtained.

The results analysis shows that the error-free division of
classes occurs in the case when classes 2 and 3 are separated
from each other. Classes / and 2 are partially mixed, which led
to an error of class separation. Three objects of the first class
fell into the second class, and vice versa, two objects from the
second class fell into the first class (Fig. 7).

Thus, the method evaluating aggregate technical state
based on the artificial intelligence has been developed to divide
the space of attributes into a certain number of classes, each of
which defines a certain state of the working unit.

Conclusions. The developed method for evaluating the
technical condition of working units using artificial neural net-
works and genetic algorithms allows dividing the space of signs
into a certain number of classes. Each class is associated with
the appropriate technical state as “normal”, “satisfactory”,
and “passive”. Classes are separated by dividing lines, the
equations of which are synthesized using genetic algorithms
that allow determining both the structure of the polynomial
and its parameters. The efficiency and convergence of the de-
veloped algorithm are confirmed using the test example. As an
application example of the evaluation method for technical
units, the lubrication system of the gas turbine engine, that is
the drive of the natural gas centrifugal supercharger, is consid-
ered. With the help of the developed algorithm, the plane of
the features — the temperature, and the GTE lubrication sys-
tem pressure, is divided into three classes and dividing lines
between classes are constructed, which confirms the effective-

ness of the method for estimating the technical state of a unit
with the help of artificial intelligence.
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Meton OliHKM TEXHIYHOTO CTaHy arperartis
HA 32CaJaX WITYYHOrO iHTEJIEKTY
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Mera. [TinBuineHHs eheKTMBHOCTI eKCILTyaTallii ra3orne-
peKayyBaJIbHUX arperaTiB IIPUPOIHOIO ra3y IIISIXOM 3aCTO-
CyBaHHSI METOJIIB INTYYHOIO iHTEJIEKTY JUISI OLIIHKU X TeXHiu-
HOTI'O CTaHy.
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Metonuka. /151 po3nizHaBaHHSI CTaHIB arperaTiB BUKO-
pucTaHa Teopisl ITYYHUX HEUPOHHUX MepeX, 30KpeMa, Me-
pexa 3yCTpiyHOro MolMpeHHs i3 ABoMa mapamu KoxoHena
ta I'pocoepra. Bubip cTpykTypu Ta o0UUCIeHHs KoedillieH-
TiB PO3AUILHOI JIiHii 3MiiCHEHO 3 BUKOPUCTAHHSIM TeHEeTUY-
HUX aJIFCOPUTMIB.

PesyabpraTi. 3amava OLiHKM TEXHIYHOTO CTaHYy arperariB
chopMoBaHa SIK 3agadya po3ItizHaBaHHSI 00pa3iB. AHaI3 Jii-
TepaTypHUX Kepesl MoKa3as, 1110 3a/1a4a po3Mi3HaBaHHS 00-
pasiB BIIHOCUTBCS O BaxXKO (opMali3oBaHUX 3amady, i ix
pO3B’si3aHHSI BUMAara€ 3acTOCYBaHHSI HOBMX ITiIXOMdiB, SIKi
IPYHTYIOThCSI Ha METOJaX ITYYHOTO iHTeJaeKTy. 15 po3mi3-
HaBaHHsI TEXHIYHOTO CTaHY arperatiB 3alIpOrOHOBAaHO BUKO-
PUCTOBYBATU HITYYHiI HEMPOHHI MEPeXi 3yCTPiYHOTO MOIIM-
peHHs. [TokaszaHo, 1110 /1 TaKOi OLIIHKY AOLJIbBHO BUKOPUC-
ToByBatu Mepexi Tuny LVQ-network, 1o maroTbe y cBoEMY
ckiani nBa mwapu Koxonena ta I'pocGepra. EdekTuBHiCTDb
pobOTHM Mepexi MinTBepIKeHa TECTOBUM MpukiaanoM. s
NoOyIOBU PO3IiJbHOI JIiHii, 110 BiIIiJsSIE ONMH KJIaC O3HAK
BiJl iHIITOTO, BUKOPUCTAHO TEHETUYHUI aJITOPUTM, SIKWI Ta€
3MOTY BUOPATH SIK CTPYKTYpY MOJIHOMY, TaK i 1Oro mapame-
Tpu. AK pUKIIaa 3aCTOCYBaHHSI PO3PO0OJIEHOT METOIMKM OLli-
HEHO TeXHIYHUI CTaH CUCTEMU 3MalllyBaHHSI ra3ornepeKavy-
BaJILHOTO arperaTy MpUpPOITHOTO ra3y.

HaykoBa HoBu3HA. 3HAalillIOB MOAAIbIINI PO3BUTOK Me-
TOJ OI[iIHKY TEXHIYHOTO CTaHY ra3ornepeKayyBaJIbHUX arpera-
TiB Ha 3acajiax ITYYHOro iHTEJIEKTY, 1110 AaJ0 3MOT'Y B pexK1-
Mi eKcrulyaTallii OL[iHIOBAaTH iX CTaH i Ha 11iif OCHOBI pO3po0u-
TH e(EKTUBHI aJITOPUTMHU ONTUMATBHOTO 3aBaHTAaXXKEHHS Ma-
paJieTbHO TIPAIIOI0YNX arperaris.

IIpakTiyna 3nHaummicte. Ha ocHOBI 3amponoHoBaHOTO
METO/y OLIIHKM TeXHIYHOTO CTaHy arperariB po3po0JieHO aj-
TOPUTMiYHE Ta MporpaMHe 3a0e3MeyeHHsl, 10 anpoboBaHe
Ha TecToBOMY Ipukianai. Ha nmpuknani ouiHKA TEXHIYHOTO
CTaHy CHUCTEMU 3MalllyBaHHs Ta30TypOiHHOTO IBUTYHA ITOKa-
3aHO, 10 3aIPOTIOHOBAHUI MeTOol e(DeKTUBHO BUPIIITYE 3a-
Jlayy po30MTTS TUIOLIMH O3HAK Ha KJIacU, KOXHUI 3 SIKUX
XapaKTepU3ye NMEBHUN MOTO CTaH.

KunrouoBi caoBa: posnisnasanns obpasie, mexuiunuii cmaH,
HelpOHHA Mepedica, 2eHeMUYHUL an20pumm, ea3onepekayy-
8anvHUll azpeeam
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arperaTos Ha OCHOBE MCKYCCTBEHHOI'O
HNHTEJIEKTAa

M. U. Topouiiuyk, O. T. buna, 4. U. 3asuyk,
T. B. [ymentok

MBaHo-®paHKOBCKMIT HAIIMOHAJTBHBIM TEXHUYECKUN YHM-
BepcuTeT HedTH U rasa, . MBaHo-®paHKOBCK, YKpanHa,
e-mail: gorb@nung.edu.ua

eas. IMoBbiieHre 3(h(HEKTUBHOCTU KCIUTyaTallMy ra-
30MepeKaYMBaOIIMX arperatoB IPUPOTHOIO Trasa ITyTeM
MPUMEHEHUsSI METOIOB MCKYCCTBEHHOTO WHTEJUIEKTa ISt
OLIEHKM UX TEXHUYECKOTO COCTOSTHMSI.

Mertoauka. [l pacrio3HaBaHUsI COCTOSIHUIA arperaToB
HCITOJb30BaHa TEOPHUSI UCKYCCTBEHHBIX HEIIPOHHBIX CETE,
B YACTHOCTH, CETh BCTPEYHOTO PACITIPOCTPAHEHUSI C IBYMSI
cnosmu KoxoHneHna u I'poccOepra. Beibop cTpykTypsl u
BBIYUCIICHUST KO3(hGOUIIMEHTOB pa3IeTuTeIbHON JIMHUYT
OCYIIIECTBJIEH C MCTIOJIb30BaHUEM T€HETUUECKUX aITOPUT-
MOB.

PesyabraTel. 3amaya OLIEHKM TEXHUYECKOTO COCTOSIHMSI
arperaToB c(popMUpOBaHa Kak 3ajaya pacro3HaBaHUs o0pa-
30B. AHAJIM3 JIMTEPATYPHBIX UCTOUHUKOB IMOKa3aj, 4YTO 3a-
Jlavya pacrio3HaBaHUsI 00pa30B OTHOCUTCS K TPYIHO hopmy-
JIMPOBAHHBIM 3a/1a4aM, 1 UX pellieHue TpeOyeT MPUMEHEHUs
HOBBIX TTOJIXOI0B, OCHOBAaHHbBIX HA METO/IaX MCKYCCTBEHHOTO
uHTeIeKTa. JIJ1si pacro3HaBaHUSI TEXHUYECKOTO COCTOSIHUS
arperaToB MPEITOKEHO UCITOIb30BaTh UCKYCCTBEHHBIC HEli-
POHHBIE CETHM BCTpeYHOro pacmpocTtpaHeHus. [lokaszaHo,
YTO JUISI TAKOH OLIEHKU 1IeJeCO00pa3HO UCTIOJIBb30BaTh CETH
tuna LVQ-network, nmeroiniye B cBoeM cocTaBe JBa CJIOS
Koxonena u I'poccoepra. DdheKTUBHOCTL pabOTHI CETH
MOATBEPKIAEHA TECTOBBIM MpUMepoM. [1J1s1 MoCcTpoeHus pas-
JIEJUTETbHOM TMHUU, OTACSIONIC OMMH KJIacc MPU3HAKOB
OT IPYroro, MCIMOJb30BaH F€HETUYECKUIN aqrOpUTM, KOTO-
pHIii TO3BOJISIET BBIOpPATh KaK CTPYKTYpY MOJUHOMA, TaK U
ero napaMmeTpbl. B kauecTBe npumepa npuMeHeHUs pa3pa-
0OTaHHOU METOIMKHU OLICHEHO TEXHUIECKOE COCTOSTHUE CH-
CTEMbI CMa3KH ra3orepeKkayrBalollero arperata npupoaHo-
o rasa.

Hayunasa noBu3na. Haien nanbHeiiiee pa3BUTHE METON
OLIEHKM TEXHUYECKOTO COCTOSHUSI Ta30IepeKauynBaIOInX
arperatoB Ha OCHOBE MCKYCCTBEHHOIO MHTEJUIEKTa, YTO MO-
3BOJIMJIO B PEXKMME DKCIUTyaTalluy OLIEHUBATh UX COCTOSTHIE
U Ha 3TOil OCHOBe pa3padoTaTh 3(PGHEKTUBHBIE ATTOPUTMbI
ONTUMAJIBHOM 3arpy3KH TapajuieIbHO paboTaloIIMX arpera-
TOB.

IIpakTnyeckas 3HauumMocTh. Ha ocHOBe mpemIokeHHOTo
METO/Ia OLIEHKW TeXHUYECKOTO COCTOSTHUSI arperaToB pa3pa-
00TaHO aJTOPUTMUYECKOE M TIPOTrpaMMHOE OOecTieueHueE,
KOTOpOE alrpoOMpoBaHO Ha TeCTOBOM mpuMepe. Ha mpumepe
OLIEHKM TEXHUYECKOTO COCTOSTHUSI CUCTEMBI CMa3K1 Ta30TypP-
OMHHOTO ABUTATENsl MOKAa3aHO, YTO MPEIIOKEHHBI MeTon
3¢ (EeKTUBHO pelIaeT 3aaavy pa3oMeHus IJIOCKOCTY MPpU3Ha-
KOB Ha KJIACCHI, KaXKIbIil U3 KOTOPBIX XapaKTepu3yeT orpese-
JICHHOE €r0 COCTOSTHUE.

KinioueBsbie cioBa: pacnosnasanus odpazos, mextHuveckoe
CcOCMOsIHUe, HeUPOHHAS Cemb, 2eHeMUYeCKUll areopumm, 2a3o-
nepekauueaowull azpeeam
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